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Statistics & Sampling Distributions

Population and samples : a (statistical) population is the
complete set of all possible measurements or values, corre-
sponding to the entire collection of units, for which inferences
are to be made from taking a sample - the set of measure-
ments or values that are actually collected from a population.

Simple random sample : every item in the population is
equally likely to be in the sample, independently of which other
members of the population are chosen.

Parameter : a quantity that describes an aspect of a popu-
lation, eg. the population mean, µ, or variance, σ2.

Statistic : a quantity calculated from the sample, e.g. the
sample mean, x̄, or variance, s2.

Sampling distributions : the value of a statistic will in gen-
eral vary from sample to sample, in which case it will have
its own probability distribution, called its sampling distribu-
tion. A statistic used to estimate the value of a parameter θ
in a distribution is called an estimator (the random variable)
or an estimate (the value).

If θ̂ is an estimator of θ , the mean of its sampling distribution,
E[θ̂], is called the sampling mean. The variance, Var(θ̂), is
called the sampling variance.
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√

Var(θ̂ ) is called the standard error of θ̂ . If E[θ̂] = θ,

then θ̂ is an unbiased estimator of θ e.g. X̄ is an unbiased
estimator for µ and has sampling variance σ2

n
where Var(Xi )

= σ2, (i = 1, 2, . . . , n).

Corrected sum of squares

Sxx =
∑

(xi − x̄)2 ≡
∑

x2
i − nx̄2

≡

∑

x2
i −

(
∑

xi)
2

n

has expectation (n− 1)σ2 so that dividing Sxx by (n− 1) will
give an unbiased estimator of σ2, denoted s2.

Normal and Chi-squared distributions

IfX1, X2, . . . Xn are independently and identically ∼ N(µ, σ2),

then
∑

(

Xi − µ

σ

)2

∼ χ2
n, a Chi-squared distribution with n

degrees of freedom.

Also X̄ ∼ N
(

µ, σ2

n

)

independently of
Sxx

σ2
∼ χ2

(n−1).
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